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ABSTRACT 
Every day internet user’s accesses data from various sources which in the form of text, images, audios and videos. 

This extraction of the data not limited to these terms, but it expands among vast area of searching things. But to give 

better services to user, data provider organization are searching technology which mainly focuses on challenging 

issues like accessing, storing, searching, sharing, transfer and visual presentation of data. Managing distributed 

unstructured data is impossible with traditional relational database system. Proposed system manages big data which 

is in the form of text, distributed among different text or pdf document. Paper focused on use of Map Reduce 

framework as a parallel computing system of Hadoop. System proposes implementation of TF-IDF factor, k-means 

clustering on Hadoop. Also system proposes hierarchical clustering of documents. System reduces computing time to 

cluster data using Hadoop as compare to computing system implemented by using simple Java. 

 

INTRODUCTION  
Data being mined in today’s scenario is majorly from the internet through different devices such as mobiles, desktop 

computers, laptops etc. Search engine like Goggle, Yahoo, Twitter, Facebook produces huge amount of data every 

day. To extract useful pattern for text mining is not easy with traditional database management system. There is need 

to form new application which reduces time to access data, avoid loss of data, provide high security to data and also 

perform inter machine communication. Also there is need to better understand how organizations view big data and 

to what limit they are currently using it to make beneficial to their businesses [1]-[6], [12]. Hadoop is new solution 

for over many of problems to handle big data. Google uses MapReduce parallelism of Hadoop and runs 1000 

MapReduce jobs per day [13]. The large amount of information stored in unstructured form cannot simply be used for 

further processing by computers. For example information stored in unstructured text format is handled by computer 

as simple sequences of character strings. The presenting system mines big data which is stored in the form of text by 

applying k-means clustering with use of parallel computing framework of Hadoop. Xindong Wu, Xingquan Zhu, 

Gong-Qing Wu, and Wei Ding [1] proposed Big Data Characteristics with HACE theorem. The characteristics defined 

by HACE theorem are in terms of data sources. These are as follow: 

 

Heterogeneous and diverse sources: - Heterogeneous and diverse data sources generates huge amount of data. This 

is because different data sources have their different protocols for collection and storing of data. 
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Autonomous sources: - Autonomous data sources generate and collect information without any centralized control. 

For example, different web server provides a certain amount of information and each server works without depending 

on other servers. 

 

Complex and evolving relationship: - Multi-structure and multi-source data is complex data. Examples of complex 

data types are bills of materials, word processing documents, maps, time-series, images and video. To keep in mind 

challenging issues like heterogeneous, diverse and autonomous data sources, system uses MapReduce as a parallel 

computing framework of Hadoop to cluster data. Hadoop provides Map reduce parallel computing framework which 

clusters data parallely. In text and PDF document clustering, TF-IDF is important factor to calculate weight of each 

document. After calculating TF-IDF, data is clustered hierarchically by using K-means clustering algorithm [14], [15]. 

Paper composes with 6 sections. Introduction is given in First section. Second section focuses survey of related work. 

Third section elaborates system architecture along with TF-IDF and K-means algorithms. Section 4 gives 

mathematical modelling. Results shown in section 5 and paper conclude with conclusion in section 6. 

 

RELATED WORK 
Existing system mines data efficiently by using traditional relational database management system. Data used by 

existing application is in structured form. These applications are unable to handle data which is in unstructured form. 

The existing system uses methods for clustering are time consuming and also unable to perform inter-machine 

communication. 

Figure: 

 
Map Operation 
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Reduce Operation 

 

Emad A Mohammed, Behrouz H Far and Christopher Naugler [2], in their work they present MapReduce 

programming framework and its implementation platform Hadoop in clinical big data and related medical health 

informatics fields. Jeffrey Dean, Sanjay Ghemawat [8], in their implementation, MapReduce runs on large cluster of 

commodity machines and is highly scalable. Work related to proposed system is to implement K-means and 

hierarchical clustering on Hadoop. As increase in nodes in Hadoop cluster reduces workload and time. Also Hadoop 

keep copies of data on each node. If any data on particular node goes fail, copy of that data would be available on 

another node. 

 

MapReduce operation 

As shown in fig1 and fig2, MapReduce operations perform with map and reduce function. In map function, master 

node takes input and divides into smaller sub problems. These sub problems are then distributed among worker node. 

Then worker node may again do same thing, leading to form multilevel tree structure. Worker node processes these 

sub problems and send the answer back to the master node [17]. In reduce function, master node collects the answers 

to all sub problems and combines them to desired output.  

 

Hadoop Distributed File System 

Apache Hadoop is an open-source software framework. Hadoop supports for data-intensive distributed applications 

and run applications on large clusters of commodity hardware. Hadoop was derived from Google's MapReduce and 

Google File System (GFS) papers [3]. A small Hadoop cluster will include a single master and multiple worker nodes. 

The master node consists of a Job Tracker, TaskTracker, NameNode and DataNode. A slave or worker node acts as 
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both a DataNode and Task Tracker, though it is possible to have data-only worker nodes and compute-only worker 

nodes. These are normally used only in nonstandard applications. To work with Hadoop, it requires Java Runtime 

Environment (JRE) 1.6 or higher. The standard start-up and shutdown scripts require Secure Shell (ssh) to be set up 

between nodes in the cluster [11]. The author Tian Xia [7], present ”An Improvement to TF-IDF: Term Distribution 

based Term Weight Algorithm”, Published by Journal of Software, Vol. 6, No. 3, March 2011, he present how to find 

Tf-Idf weight which is used in document clustering. 

 

 
HDFS Architecture [10] 

 

SYSTEM ARCHITECTURE 
System proposes abstract level of Big Data to manage the Big Data stored in different location. This abstract model 

provides visual representation of data sources and creates fundamental data architecture so that more applications 

optimize data reuse and reduce computing costs. Figure 1 demonstrates idea of Big Data model. Big Data Model 

Architecture is represented through three layers. Physical layer represents sources of big data; these sources are in the 

form of structured or/and unstructured format. In next layer of model consist of management of physical data i.e. input 

data set, so that computing make easy in third layer. The last layer consists of computation in which data is retrieved 

for business value. By using these three layers it’s easy to retrieve information instead of accessing physical data. 

 

Big Data model 

Figure 4 shows three model layers; the physical layer, data modeling layer, computing layer. Physical layer indicates 

the data in a Big Data system. It contains different types of data such as audio, videos, business tables, emails, logs 
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and so on. The data modeling layer also called as abstract data model manages physical data. The computing layer 

also called as application layer that retrieves information for business value. To separate physical data and data use, 

these three models can be used to build data models. By using these three models application can access data through 

this data model without accessing the physical data. This data model makes flexibility in applications and data 

management.  

 

 
Big data model layers 

 

MATHEMATICAL MODELING 
Term frequency-Inverse document frequency (TF-IDF) [7] is calculated to find effect of terms that occurs frequently 

in corpus. TF-IDF=log (N(d) / Ft) eq. (1) 

Where, TF-IDF =Inverse document frequency of term. N(d)=Number of documents in corpus Ft=Frequency of a term 

t in corpus. 
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Cosine Similarity function: 

Cosine similarity function is used to find similarity between documents to form the cluster. The formula for finding 

cosine similarity is given by. 

 
Where,   xi is the TF-IDF weight of ith term in first document 

 yi is the TF-IDF weight of ith term in second document. 

This section should be typed in character size 10pt Times New Roman, Justified 

 

RESULTS 
Result of the system is based on number of input documents and initial value of cluster. Result is in the form of TF-

IDF values of each word of each file. Partition clusters as per given input as an initial value of K to the system and 

Hierarchical Clusters. 

 

 
Hadoop Vs JAVA execution time variation 
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CONCLUSION 
This paper present small use of MapReduce feature of Hadoop to work on big data. This algorithm requires initial 

values. It requires presumed set of cluster as an input. Future scope of this system is to take advantage of MapReduce 

infrastructure of Hadoop to parallel computing. Also manage failure of any node by creating copy on another node. 

Future scope also involves implementing new algorithms on Hadoop and measure the performance. The design and 

implementation of algorithm is main contribution to this work. 
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